
Advancing parabolic operators in thermodynamic MHD models: 
Explicit super time-stepping versus 
implicit schemes with Krylov solvers 

Slides available at:  
www.predsci.com/~caplanr/astro16  

Ronald M. Caplan, Zoran Mikic ,  
Jon A. Linker, and Roberto Lionello  



Outline 

 

The problem  

I mplicit schemes with Krylov  solvers  

Explicit Super Time -stepping schemes  

The MAS thermodynamic MHD model  

Real-world test case and HPC setup  

Performance and scaling results  

Outlook  



Thermodynamic MHD models have multiple time scales 
leading to vastly different explicit time -step stability 
requirements  

In order to make coronal simulations tractable , we need to 
exceed such explicit limits  

Focus on parabolic terms   
Implicit methods (need iterative solvers)  
Explicit methods with unconditional/extended stablility  
Reformulation of the model (e.g. thermal waves)  

Here, we compare a super time -stepping method to an 
implicit method  

The Problem 

NOTE! When exceeding explicit time -step limits, one must be 
very careful about accuracy.  Using too large of a time step 
can result in large errors!  



Method Comparison 

Implicit Scheme with Krylov Solver 
Backward-Euler solved with  
Preconditioned Conjugate Gradient (BE+PCG) 

Explicit Super Time-stepping Scheme  
2nd-order Runge-Kutta Legendre scheme (RKL2) 

[Meyer et al, 2014]  
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Parallel communication needed per iteration  
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Backward Euler (BE): simplest L -stable method  

 

 

Applying BE to PDE yields a system of equations to solve  

 

 

To avoid the need for nonlinear solvers, we linearize any nonlinear terms 
with lagged diffusivity, e.g.  

 

 

Implicit scheme with Krylov solvers: Backward Euler (BE) 



For operators yielding large sparse matrices, Krylov  
subspace methods are popular  

For linear symmetric (and nearly -symmetric) 
matrices: Conjugate Gradient  

Preconditioned Conjugate Gradient:  
Apply an approximate inverse of the matrix to 
ñpreconditionò the problem so it will converge more 
quickly  

Need to balance cost of preconditioner with its 
reduction in iterations  

 

 

Implicit scheme with Krylov solvers: PCG 

Aleksey Krylov 



We use two preconditioning options:  

PC1: Point - Jacobi / Diagonal scaling (DIAG)  
Cheap, but not very effective...   
Communication free  

 

PC2: Non - overlapping domain decomposition 
with zero - fill incomplete LU factorization 
(NDD+ILU0)  
Expensive, but much more effective!  
Communication free  

Implicit scheme with Krylov solvers: Preconditioners 

Drawback: 



Implicit scheme with Krylov solvers: PCG 

Point-2-Point 
comm+sync PC1 

PC2 

Global  
comm+sync 


