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EXAMPLE PRODUCTION RUNEXAMPLE PRODUCTION RUN

SPATIAL METHODS

FLOW: 3rd-order RK3TVD

DIFFUSION: 2nd-order Runge-Kutta-Gegenbauer

FLOW: 1st-order Upwind
             4th*-order WENO3

DIFFUSION: 2nd-order central finite difference

 [Gottlieb et. al. (1998)]

 [Skaras et. al. (2021)]

 [Smit et. al. (2005)]

[McLachla et. al. (2003)]

VALIDATIONVALIDATION

CODE & PARALLELISMCODE & PARALLELISM
• Written in Fortran 2023
• Fortran standard parallelism 

(do concurrent) for multi-core 
CPU or GPU

• OpenMP Traget for GPU data 
management

• MPI is used to parallelize 
realizations across multiple 
CPUs/GPUs

do concurrentdo concurrent

Data assimilation

Diffusion coefficient

• Maps from FT models are processed by interpolating to 
300x150 resolution, flux balancing, and smoothing

• Note some models apply scaling factors to the HMI data
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COMPARISON TO OTHER COMPARISON TO OTHER 
FLUX TRANSPORT MODELSFLUX TRANSPORT MODELS
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DATA ASSIMILATION WEIGHTSDATA ASSIMILATION WEIGHTS

MAPPED DATAMAPPED DATA

EXAMPLE ASSIMILATED DATAEXAMPLE ASSIMILATED DATA

DISK LOS DATADISK LOS DATA

Maps of the global solar photospheric magnetic field play an 
important role in solar and heliospheric physics.  Routine 
measurements of the surface field occur only along the Sun-
Earth line.  Flux transport models attempt to mitigate this 
limitation by modeling the surface evolution of the field.  

Here we present the first public release of the High-Performance 
Flux Transport code (HipFT), which implements advection, 
diffusion, and data assimilation over the solar surface.  It can 
produce multiple realizations of the evolving flux, allowing 
uncertainty quantification. The code is modular, so users can 
easily add custom flow, diffusion, source, and data assimilation 
models.  

Non-uniform, logically rectangular, 
with field and velocities staggered

GRIDGRID

[Hathaway et. al. (2010,2015)]

Reduce size with flux-
preserving integral 
binning:

Butterfly Diagram (1CR average)Runtime on an NVIDIA RTX 2080Ti GPU:Initial map from AFT model, HMI data assimilation (1-hour cadence), 
ConFlow (1CR) and analytic flows with 500G attenuation, diffusion of 175 km2/s
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TEMPORAL METHODS:  
Flow and diffusion are 2nd-order 
Strang operator-split

HipFT is the computational core of the 
upcoming Open Source Flux Transport 
(OFT) model, which will be a complete 
system for generating full-Sun 
magnetograms through acquiring & 
processing observational data, 
generating realistic convective flows, 
and running the flux transport model.

Research supported by NASA and NSF

Sources (e.g. emerging flux)

Flow velocities

Map to Carrington frame 
with resolution 
10240 x 5120 to avoid 
under-sampling

Convert line-of-sight 
field into radial field:

Set quality weights:

Use weights with power 
and cutoff parameters to 
assimilate data into HipFT:

Acquire data (e.g. HMI 
M720s LOS through 
JSOC drms py package)  

Differential RotationDifferential Rotation

Meridianal FlowsMeridianal Flows

Flow Attenuation Flow Attenuation (reduces flow velocities in active regions)

Super Granular Convective FlowsSuper Granular Convective Flows
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Tesseral spherical harmonics
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End Time: 28 days

● Uncertainty quantification is very important 
when there are variations in observed data and 
model parameters

● To facilitate this, HipFT has been designed to 
compute many realizations of maps spanning 
several user-defined data assimilation and 
model parameters

● MPI is used to spread the realizations evenly 
across compute units (GPUs or CPU-sockets) 
to allow the efficient computation of a large 
number of realizations in a single run

Test:  28-day run at 1024x512 with analytic flow models 
          and diffusion. Eight realizations spanning various levels
          of diffusion and flow attenuation

In-house workstation: 
EPYC 7702P 64-core CPU
Four RTX 2080Ti GPUs

Surface radial magnetic field


